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Abstract The perception of reduced syllables, including
function words, produced in casual speech can be made to
disappear by slowing the rate at which surrounding words
are spoken (Dilley & Pitt, Psychological Science, 21(11),
1664–1670. doi: 10.1177/0956797610384743, 2010). The
current study explored the domain generality of this speech-
rate effect, asking whether it is induced by temporal informa-
tion found only in speech. Stimuli were short word sequences
(e.g., minor or child) appended to precursors that were clear
speech, degraded speech (low-pass filtered or sinewave), or
tone sequences, presented at a spoken rate and a slowed rate.
Across three experiments, only precursors heard as intelligible
speech generated a speech-rate effect (fewer reports of func-
tion words with a slowed context), suggesting that rate-
dependent speech processing can be domain specific.
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The perception of speech requires sensitivity to precise
timing over multiple time scales. To identify and dis-
criminate phonemes, listeners must be sensitive to dif-
ferences in voice onset time (VOT) (Miller 1981; Port
1979), segment duration, and relative cue timing (e.g.,
trading relations; Best et al. 1981). To perceive lexical

stress and syllabify words, listeners must be sensitive to
durational differences across syllables (Reinisch et al.
2011a, b; Turk and Sawusch 1997; Turk and Shattuck-
Hufnagel 2000). Although fluid communication requires
the ability to perceive speech at different rates, little
work has directly explored how speech rate contributes
to the perception of spoken words.

Dilley and Pitt (2010) argued that speech rate can be a
valuable cue in spoken word recognition because it can par-
tially compensate for the absence of other cues when the
talker’s speech is highly reduced, such as when speaking in
a casual style. Function words (e.g., of, or, in) are particularly
vulnerable to distortion because they are heavily coarticulated
with surrounding words and can be very short in duration (50
ms). In particular, when the phonemes of a function word
match those in the rhyme of the preceding word (e.g., minor
or), the two words can blend together when heavily
coarticulated, creating what can be considered an elongated
production of the first word (e.g., minorrr). When looked at
spectrographically, the words are spectrally indistinct, with no
changes in frequency or amplitude that would normally signal
a word boundary. For this reason, Dilley and Pitt (2010) ar-
gued that timing information from the surrounding context is a
crucial cue that listeners use to perceive short function words.
That is, context speech rate assists in determining whether the
talker said minor or minor or.

In an experimental set-up designed to elicit casual-style
speech, Dilley and Pitt (2010) had talkers produce sentences
containing two-word sequences that are prone to such blend-
ing (e.g., Anyone must be a minor or child to enter). They then
took these productions and varied the speech rate of a small
(critical) region of the sentence containing the function word
(e.g., -nor or ch-) and the remainder of the sentence (preceding
and following words). In the two conditions of primary inter-
est for the current study, the critical (proximal) region was
held constant and the rate of the distal context (precursor)
was varied, being presented at the rate spoken by the talker
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or time expanded by a factor of 1.9. Listeners heard the
sentences over headphones and were instructed to type exactly
what was heard using the computer keyboard.

In the spoken-rate condition, listeners reported the function
word 79 % of the time. Function word reports dropped to
33 % when the context was slowed. A similarly low report
of function words (35 %) was found when the speaking rate of
the critical region was sped up (using speech compression),
while presenting the precursor at the spoken rate. Finally, their
2 showed that changes in speech rate can induce listeners to
report function words that the talker never said. For example,
when presented with a casual production of the sentence
Anyone must be a minor child, listeners reported a function
word (e.g., or, and) between minor and child 24 % of the time
when the speech rate of the precursor, but not the critical
region (e.g., -nor ch-), was sped up by a factor of 0.6. The fast
rate of the distal context caused listeners to infer that the talker
spoke an extra syllable in the critical region.

Subsequent studies have probed various questions about
this lexical rate effect (LRE). Heffner et al. (2013) examined
the interaction among the distal and proximal cues by varying
the strength of the acoustic cues (intensity, F0, duration) spec-
ifying the function word and the strength of rate cue in the
precursor. The results showed that word duration interacted
with speech rate in influencing function word reports, whereas
intensity and F0 tended to combine with speech rate more
additively. Notably, the results showed that the more immedi-
ate proximal acoustic cues do not simply override the more
distal cue of speech rate. Both contribute to how the critical
region is perceived. Importantly, this paper additionally
showed that the strength of the LRE varies continuously
(and linearly) as a function of distal speech rate.

Other studies have examined the generalizability of the
LRE. Dilley et al. (2013) demonstrated the LRE in a different
morphosyntactic environment by replicating Dilley and Pitt
(2010) in Russian. Significantly, their data suggested that the
LRE is not specific to function words but instead applies more
generally to reduced syllables. In addition, they reported
preliminary evidence that language experience is positively
related to the strength of the LRE. Morrill et al. (2014)
showed that the LRE can be obtained by varying not just
the rate of speech but also the rhythm of the distal context
(binary vs. ternary patterns). Listeners were more likely to
report a function word when the rhythmic organization of
the critical region matched that of the context. As in
Heffner et al. (2013), they also found that effects of rate
and rhythm were additive, with function word reports be-
ing highest when rate and rhythm reinforced the same
interpretation of the critical region.

Most recently, Baese-Berk et al. (2014) showed that the
timeframe over which the LRE occurs is not limited to the
immediately preceding sentence frame (second or two of
speech) but rather can build over an hour. Listeners heard

189 sentences that formed a distribution of speech rates.
Three groups of listeners received distributions that varied in
mean speech rate (e.g., 1.2, 1.4, 1.6 times the spoken rate).
Across the course of the experiment, listeners’ reports of func-
tion words were increasingly influenced by the distribution of
sentences they heard, not just by the rate of the sentence on a
given trial. By the end of the experiment, although all three
groups responded to a subset of sentences at the 1.4 speaking
rate, function word reports were 22 % more frequent by lis-
teners whose mean speech rate was the slowest (1.2) than the
fastest (1.6).

This group of studies demonstrates that the LRE is a robust
perceptual phenomenon, replicating across studies and tasks
(Heffner et al. 2013), and generalizing to another language.
The studies also show that the LRE provides a window into
the properties of a timing mechanism involved in the percep-
tion of speech, revealing that the pace of speech, established
over tens of minutes, and the rhythm of speech (prosody) can
alter perception.

Our current explanation of the LRE is that it reflects viola-
tions of temporal expectations established by the rate of the
distal speech. We hypothesize that the brain entrains to speech
rate upon hearing it. Entrainment is a synchronization process
by which the perceptual system is engaged to encode speech
at the talker-produced rate, one by-product of which is the
establishment of expectations in the processing system (i.e.,
making predictions) about the rate at which future speech is
likely to be produced and therefore should be encoded.
Entrainment simultaneously serves to synchronize perceptual
encoding with the current rate of speech as well as maintain
this coupling by forecasting the likely rate of upcoming
speech (e.g., next few syllables).

The LRE occurs because the perceptual system is fooled
into processing the critical region at the wrong rate. Take the
situation in which the surrounding context is time-expanded
and the critical region is at the spoken rate. The perceptual
system entrains to the slow rate of the context and forecasts the
critical region to be at this same rate. However, because the
rate of the critical region is almost double that of the context, it
is reinterpreted at the slower, distal rate, causing what is es-
sentially the loss of a syllable (minor or child→ minor child).
This reinterpretation is possible because the spectral detail in
the critical region is a viable reinterpretation at the context
speech rate. If it were not, perception would be disrupted.

Listeners can entrain to other types of auditory events be-
side speech, such as music and environmental sounds (Large
and Jones 1999). It is therefore of interest to knowwhether the
entrainment mechanism responsible for the LRE is at all de-
pendent on the context being speech or whether other types of
sounds (e.g., tones) can be equally effective at inducing the
LRE. By exploring this issue, we can learn whether the pro-
cesses engaged in tracking rate are at all specific to the stim-
ulus being tracked. An answer to this question can assist in
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elucidating the conditions in which the LRE emerges and thus
assist in explaining this perceptual phenomenon.

The purpose of this study was to evaluate the domain gen-
erality of the LRE. In three experiments, precursors of differ-
ent types (clear speech, tones, filtered speech, sine-wave
speech) were compared on their ability to produce an LRE.
If the timing information in the precursor that conveys rate is
not unique to speech, similar results should be found across all
types of precursors. Alternatively, if the information neces-
sary for conveying rate is domain specific, then selectivity
should be found, with only speech precursors yielding an
LRE. The various types of speech precursors were includ-
ed to determine more precisely the conditions necessary to
obtain an LRE.

Experiment 1

Three precursors were compared on their ability to alter the
frequency of function word reports when the precursor was
presented at two rates of speech—a spoken rate and a slowed
rate. A clear speech precursor condition was included to
demonstrate that an LRE could be obtained with the stimuli
and to serve as a reference for comparison of rate effects
across the other conditions. A tone precursor condition was
included to test whether the rate effect is domain general. Tone
precursors were chosen because their rate of presentation has
been shown to influence labeling of steps along a phonetic
continuum. For example, Wade and Holt (2005) reported that
a rapid, isochronous sequence of sine tones induced more /ba/
responses along a /ba/–/wa/ continuum, whereas a slow se-
quence led to more /wa/ responses.

In the third condition, the speech precursor was low-pass
filtered. Its purpose was two-fold. One was to provide a further
test of the idea that, like tones, rate information is contained in
the low-frequency, time-varying properties of speech. The sec-
ond purpose was to assist in interpreting a possible null result in
the tone condition. If a rate effect is found with filtered speech
but not tones, the results would suggest that tone sequences lack
the necessary timing information to convey speech rate.
However, if even the filtered precursor fails to yield a rate effect,
the results across conditions would suggest that only clear
speech contains the timing information necessary to alter lis-
teners’ reports of function words.

Method

Participants

Seventy-two speakers of American English with reported nor-
mal hearing participated in exchange for course credit (24 in
each precursor condition).

Design

A factorial design was used in which precursor type (clear
speech, tone, filtered speech) was manipulated between sub-
jects and speech rate (spoken rate, slowed rate) was manipu-
lated within subjects.

Stimuli

Stimuli were 48 sentence fragments from those collected in the
production experiment of Dilley and Pitt (2010). They were
spoken by male and female talkers, and the digital recordings
were stored at a sampling rate of 22.05 kHz with 16-bit quanti-
zation. Sentences consisted of two parts: a critical region, which
contained the function word, and a precursor region, which
corresponded to all words preceding the critical region. The
critical region included the function word, the word preceding
it, and the onset of the word following the function word (e.g.,
Anyone must be a minor or child, where the underlined portion
represents the critical region). The word whose onset was part of
the critical region (e.g., child in this example) was the last word
in the sentence. When the word preceding the function word
was disyllabic (e.g., minor), the critical region included one
more syllable (e.g., min in minor) than the critical region in
Dilley and Pitt (2010). This change was necessary to avoid only
the second syllable being clear speech when the precursor was,
for example, replaced by tones, which would have resulted in
the first syllable being a tone.

The sentences in their naturally produced form served as
the stimuli in the spoken-rate condition of the clear precursor
condition. To create the stimuli for the corresponding slowed-
rate condition, the precursor was time-expanded by a factor of
1.9, following Dilley and Pitt (2010), and the critical region
was left at its spoken rate. Although the speech sounded slow,
the expanded sentences were highly intelligible.

For the tone precursor condition, tone construction followed
the general methods of two comparable studies that examined
rate effects in phonetic labeling (Gordon 1988; Summerfield
1981), in which tone sequences were customized to match tem-
poral and rhythmic properties the speech precursors. Sequences
of seven-harmonic complex tones were created with a funda-
mental frequency of 110 Hz. Tone duration was 100 ms with
10 ms on/off ramps. The number of tones in each tone precursor
matched the number of syllables in a corresponding clear speech
precursor, and the temporal onset of each tone was adjusted to
match that of the corresponding syllable. Thus, each tone pre-
cursor matched the duration and the rhythm of its corresponding
speech precursor. This method of precursor construction was
used for the spoken-rate condition. For the slowed-rate condi-
tion, the tones and the intertone intervals were lengthened by a
factor of 1.9, holding pitch constant. Tone precursors were then
matched to their respective critical regions in amplitude and
prepended to the critical regions.
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To create the stimuli for the filtered precursor condition, the
precursors of the stimuli in the clear condition (spoken-rate and
slowed-rate items) were low-pass filtered at 3.5 times the mean
F0 of the talker who spoke the sentence. Across talkers, the
frequency cut-off ranged from 391 Hz to 996 Hz. Use of a filter
cut-off frequency that is linked to F0 helped standardize the
acoustic information (e.g., harmonics) in the stimuli across
talkers, who varied greatly in F0 (talkers were male and female
undergraduates), but in noway left the speech intelligible. Across
talkers, the filtering method ensured that F1, but not higher for-
mants, was in the passband for sonorant segments (Guenther
et al. 1999; Hillenbrand et al. 1995), while all high-frequency
energy necessary for distinguishing consonants was in the
stopband. The filtered precursors sounded like muffled speech,
but were completely unintelligible. The filtered precursors were
then matched to their critical regions in amplitude before being
prepended to them. The low-pass filtered precursors at the orig-
inal rate of speech served as the stimuli in the spoken-rate con-
dition. For the slowed-rate condition, the filtered stimuli were
lengthened by a factor of 1.9, holding pitch constant.

Procedure

Within each precursor condition, stimuli were counter-
balanced across two lists, each containing 24 spoken-rate
and 24 slowed items, in a manner that ensured the two
versions of the same sentence did not occur in the same list.
Stimuli within a list were presented in a pseudo-random order.

Participants were tested individually in a sound-dampened
room. They were seated in front of a computer and heard all
stimuli over headphones at a comfortable listening level. A
trial began with presentation of a stimulus. Upon its offset,
participants had unlimited time to type the sentence using a
computer keyboard. The text that was typed appeared on a
computer monitor, and participants could revise responses.
Participants pressed the BEnter^ key to signal they were fin-
ished responding. After a1-s pause, the next trial began. Six
practice trials preceded the test trials, which together lasted
approximately 15 minutes.

Results and Discussion

Responses were scored by determining on each trial whether
the participant typed the function word in the critical region. If
a function word was typed between two adjacent content
words (e.g., minor or child), we inferred that listeners heard
a function word and scored the trial as 1. If a function word, or
any word, was not typed between the two adjacent words
(e.g., minor child), we inferred listeners did not perceive a
function word, and scored the trial as 0 (additional details on
scoring can be found in Dilley and Pitt 2010).

The proportion of function words that listeners reported in
the spoken-rate and slowed condition is shown in Fig. 1a as a

function of each type of precursor. When the precursor was
clear speech, a sizeable effect of speaking rate was obtained,
with function word reports being .77 in the spoken-rate con-
dition and dropping to .47 in the slowed-rate condition. In
contrast, in the tone precursor condition, no effect of speech
rate was obtained, with function word reports being nearly
identical at the two speaking rates. In the filtered precursor
condition, a similar null effect of speaking rate was obtained:
Reports of the function word in the spoken-rate condition
differed from those in the slowed condition by only -.02.

Statistical analyses confirmed what is evident in the graph.
A mixed-models logistic regression analysis was performed
on the data using the lme4 package (Bates et al. 2012) in the R
statistical software (Version 2.13; the R Foundation for
Statistical Computing), treating speech rate and precursor type
as fixed factors. Preliminary analyses showed that the most
appropriate random factors included participant intercepts and
item intercepts and slopes. Likelihood ratio tests showed that
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Fig. 1 Function word reports as a function of precursor and speech rate
conditions. The upper graph (a) contains the data from Experiment 1, and
the lower graph (b) the data from Experiment 2. Error bars represent 95%
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the saturated model was the best fitting model, with the inter-
action of speech rate and precursor type being reliable (b = 0.95,
p < .001). Planned comparisons for each precursor type showed
that the rate manipulation was reliable only for the clear speech
precursor (b = 0.30, p < .001; tone: b = -0.01, p < .95; filtered: b
= 0.01, p < .95). The LRE in the clear speech condition was
reliably larger than that in the tone and the filtered precursor
conditions (tone: b = 1.09, p < .001; filtered: b = 1.90, p < .001).

The results of Experiment 1 provide preliminary evidence
that the LRE is specific to speech. If it were not, and the LRE
instead reflected a domain-general entrainment mechanism,
tone precursors should have altered function word reports,
but there was no hint that this occurred. These data suggest
that clear speech conveys timing information that is missing
from multiharmonic tones, and which is critical for observing
the LRE. Somewhat unexpectedly, filtered precursors also
failed to alter listeners’ reports of function words and suggests
that only clear speech contains the timing information neces-
sary to alter listeners’ reports of function words.

The null effect of rate with tone precursors can be difficult
to interpret because it could be due to peculiarities of the tones
themselves and have nothing to do with conveying rate. This
same concern influenced the design of the experiments by
Wade and Holt (2005) when examining rate-based effects on
phonetic labeling. Perhaps tones created in a different manner
would yield an LRE?We addressed this question by rerunning
the tone-precursor condition twice more. In the first follow-up
test, we attempted to make the tones much more speech-like
than those in Experiment 1. A tone sequence was stylized for
every precursor such that tone durations matched the durations
of intervals between vowel onsets of successive syllables;
moreover, each tone had a static or gliding F0 that was based
on the expected perceived pitch for the syllable (d’Alessandro
and Mertens 1995) as implemented in Prosogram software
(Mertens, 2004). For the second follow-up test, the tone se-
quences were partially patterned after those of Wade and Holt
(2005). Because they obtained a rate effect with tones, it
seemed reasonable to mimic aspects of their set-up.
Isochronous sequences of short and long tones were created
according to the durational specifications in their first experi-
ment. However, instead of having these tones be sinewaves
that vary randomly in frequency from tone to tone, as they did,
the frequency composition of the tones was held constant,
being the single multiharmonic tone used in Experiment 1.
The data from both follow-up experiments resemble the tone
data in Fig. 1a1 Precursor rate did not differentially affect
function word reports. The consistent null effect of speech rate
across a total of three tone precursor conditions strengthens
the argument that tones lack the rate information necessary to
alter function word reports and reinforce the conclusion that

the LRE reflects an aspect of temporal processing that is in-
duced only by speech.

The failure to obtain a speech-rate effect in the filtered
precursor condition was surprising because low-pass filtered
speech contains prosodic cues that have been shown to influ-
ence rate and speech perception in multiple ways. For exam-
ple, low-pass filtered speech conveys language-specific rhyth-
mic properties (Mehler et al. 1988). Moreover, low-frequency
temporal cues associated with the amplitude envelope of
speech enable listeners to understand spectrally degraded
speech so long as sufficient spectral detail is retained, partic-
ularly when they are trained on the degraded speech (Baer and
Moore 1993; Davis et al. 2005; Elliott and Theunissen 2009;
Peelle and Wingfield 2005; Shannon et al. 1995). Conversely,
when low-frequency temporal cues below about 16 kHz are
removed, the intelligibility of speech is substantially degraded
(Drullman et al. 1994a, b; Ghitza 2012).

It may be that the slow, time-varying cues in filtered speech
(amplitude envelope, F0) are not sufficient to convey the timing
information necessary to generate a difference in function word
reports (i.e., the LRE). The data of Experiment 1 suggest that
more precise temporal information appears to be needed, which
must be contained in the energy at higher frequencies because the
clear and filtered conditions differed only in this property. Of
course, the presence of higher frequency energy also makes
speech intelligible, so it may be that phonetic intelligibility itself
is necessary to observe the LRE. By disambiguating the precursor
so that listeners perceive it as the talker intended (i.e., mentally
restoring the phonetic detail, but crucially at a particular rate), an
LRE might emerge. We explored this idea in Experiment 2 as a
further test of the domain generality of the LRE.

Experiment 2

To examine whether intelligibility is necessary to generate an
LRE,we used a primingmethodology inwhich a clear precursor
served as the prime for the corresponding filtered precursor
stimulus from Experiment 1. In the filtered-match condition,
the prime was the clear (i.e., unfiltered) version of the corre-
sponding filtered precursor. In the filtered-mismatch condition,
the prime was a clear, unfiltered precursor from another phrase.
If the hypothesis concerning the ambiguity of the filtered speech
is correct, the prime should disambiguate the precursor in the
filtered-match condition, yielding an LRE. No such effect of rate
should be found in the filtered-mismatch condition because the
prime would not disambiguate the words in the precursor.

The priming methodology also provided another opportu-
nity to test domain generality. If priming is found in the
filtered-match condition, one might wonder whether any
prime-precursor condition pairing that matched (on some di-
mension) could yield an LRE. In particular, what if a speech
prime were paired with a precursor that was a sequence of

1 Graphs of these data can be found at lpl.psy.ohio-state.edu/
publications.php
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tones derived from the original clear speech, as in the tone
condition of Experiment 1? An LRE in this tone-match con-
dition would be evidence of domain generality. No effect of
speech rate in this tone-match condition would reinforce the
findings of domain specificity in Experiment 1.

Method

Participants

Participants were 60 new individuals from the same popula-
tion as Experiment 1 (20 in each precursor condition).

Design

Type of precursor (filtered-match, filtered-mismatch, tone-
match) was manipulated between subjects and speech rate
(spoken-rate, slowed) was manipulated within subjects.

Stimuli

The stimulus pairings were created by using a given clear
speech precursor from the clear condition of Experiment 1
as the prime and one of the stimuli from Experiment 1 as the
precursor-critical region sequence. To create the filtered-
match stimuli, a clear speech prime was paired with its corre-
sponding low-pass filtered precursor-critical region sequence.
In this condition, the prime and precursor were identical ex-
cept that the latter was filtered. To create the filtered-mismatch
stimuli, these same primes and precursor-critical sequences
were re-paired so that they mismatched; that is, the prime
was not an unfiltered version of the precursor. Every effort
was made to ensure that the replacement prime matched the
original prime in length, syllable and word count, stress pat-
tern across words, and semantic plausibility/syntactic legality
of continuation into the critical region. On this last dimension,
the quality of the pairing ranged from a plausible substitute to
semantically/syntactically illegal/implausible. The stimuli for
the tone-match condition were identical to those of the
filtered-match condition except that the precursor-critical se-
quences were those from the tone condition of Experiment 1.
In all three conditions, the speech rate of the prime matched
that of the precursor (i.e., spoken-rate and slowed primes were
prepended to spoken-rate or slowed precursors, respectively).

Procedure

The testing procedure was identical to that of Experiment 1
with a few modifications. Each trial began with presentation
of a prime, a 2-s pause, and then the corresponding precursor-
critical sequence. Participants were instructed to type the
words spoken in the precursor-critical region only (not the

prime), and they were told that attending to the prime could
help them understand the precursor.

Results and Discussion

The data were scored and analyzed following the procedure of
Experiment 1. The proportion of function words reported in
the six conditions is shown in Fig. 1b. Overall, the results
reinforce those of Experiment 1 in arguing that the precursor
must be intelligible in order to convey rate information suffi-
cient to produce an LRE. There is an effect of speech rate in
the filtered-match condition, although it is smaller than that
found in Experiment 1. Function word reports were .13 higher
when the precursor was presented at the spoken rate than at the
slowed rate. This LRE dropped to .02 when the prime mis-
matched the filtered target. In the tone-match condition, func-
tion word reports in the slowed-rate condition were .04 less
than those in the spoken-rate condition.

The results of a mixed-models analysis with precursor con-
dition and speech rate as fixed factors yielded a marginally
reliable interaction of the two variables (b = -.236, p < .07).
Comparisons of the effect of rate within each precursor condi-
tion proved reliable only in the filtered-match condition (b = -
0.127, p < .001; filtered-mismatch: b = -0.250, p < .85; tone-
match: b = -0.04, p < .60). The LRE in the filtered-match
condition was reliably larger than that in the filtered-mismatch
condition (b = -0.703, p < .01) but only approached significance
in the tone-matched condition (b = -0.253, p < .11).

The logic of the priming manipulation hinges on the prime
disambiguating the precursor when the prime and precursor
matched but not when they mismatched. If this did not occur,
we cannot infer that the difference between the two conditions
is due to the relationship between the prime and precursor. To
evaluate the effectiveness of the matching manipulation in
disambiguating the precursor in the filtered-match and
filtered-mismatch conditions, we compared the accuracy with
which listeners transcribed the precursor. The accuracy of ex-
act word transcriptions was scored. Mean transcription accu-
racy was 71 % vs. 4 % in the filtered-match and filtered-
mismatch conditions, respectively, confirming that priming
achieved its intended goal of disambiguating the precursor
as intelligible speech only in the filtered-match condition. In
the tone-match condition, listeners hardly ever typed words to
represent the precursor tones.

Additional evidence demonstrating the selectivity of prim-
ing comes from a comparison of the LRE across conditions.
The LRE cannot be due to the prime directly influencing per-
ception of the critical region, irrespective of the precursor.
Otherwise a comparable LRE should have been found in the
tone-match condition. In addition, the LRE observed in the
filtered-match condition must be due to the prime disambigu-
ating the precursor. Otherwise an LRE should have been
found in the filtered condition of Experiment 1.
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The results of Experiment 2 show that a low-pass filtered
precursor can produce an LRE, but in order to do so the pre-
cursor must be disambiguated to convey the words from which
it was derived. In the filtered-match condition, the prime dis-
ambiguated the phonetic content of the precursor, turning it into
a string of somewhat intelligible words. A consequence of per-
ceiving the precursor as (intelligible) speech is that the timing
relations among syllables and the segments within them are
clarified. This added temporal precision, when supported by
knowledge of the linguistic structures evoked by an intelligible
signal, seems to provide the necessary information to generate
the LRE. This finding, along with the failure to observe a com-
parable priming result when tones were precursors, further
demonstrates the selectivity of this perceptual phenomenon.
Specific conditions must be met to alter function word reports,
and a particularly salient condition appears to be that the pre-
cursor must be heard as intelligible speech.

Across Experiments 1 and 2, the size of the LRE fell from
.30 in the clear precursor condition of Experiment 1 to .13 in the
filtered-match condition of Experiment 2. The reason for the
drop appears to be two-fold. One is that function word reports
in the spoken-rate condition decreased from .78 to .68. This
drop is due primarily to listeners in Experiment 2 occasionally
reporting a precursor that was not syntactically felicitous with
the occurrence of a function word in the critical region (e.g., for
the stimulus item The snow suits are our only, where the
underlined portion represents the critical region, responses such
as This says he is our only would not remain syntactically
felicitous for a function word to be inserted within the
underlined region). When these items are removed from the
analysis, function word reports increase by .06 to .74. The sec-
ond reason for the drop in the size of the LRE in Experiment 2
is that in the slowed-rate condition, function word reports rose
.08 from Experiment 1 to Experiment 2. This rise indicates a
reduction in the effectiveness of the slowed context in inducing
listeners to perceive one less syllable in the critical region, and
would seem to be due to the precursor being low-pass filtered.

Experiment 3

The purpose of Experiment 3 was to strengthen the finding in
Experiment 2 that intelligible speech is required to generate the
LRE. A limitation of that experiment is that physical differences
between the speech and tone precursors could have contributed
to or caused the LRE, and not, as we have argued, differences in
how the precursor were themselves processed (as intelligible
speech or tones). To eliminate this alternative interpretation,
we minimized stimulus differences in Experiment 3 by using
sinewave speech (Remez et al. 1981), which can be heard as
(intelligible) speech or (unintelligible) nonspeech, depending on
instruction or with minimal changes to the stimulus. Two
sinewave versions of the stimuli in Experiment 1 were created.

Those in the original condition contained precursors that were
typical sinewave analogs. Precursors in the flipped condition
were identical except that the F2 sinewave was flipped (spec-
trally rotated) along the time axis, rendering the speech unintel-
ligible. The LRE should be found only in the original condition
if the phenomenon depends on the precursor being heard as
intelligible speech.

The second goal of Experiment 3 was methodological.
Heffner et al. (2013; see also Dilley et al. 2013) used a two-
choice classification task to study the LRE, having listeners
report whether the critical region matched one of two possi-
bilities (e.g., minor vs. minor or). Sizeable effects of speech
rate on labeling were found. We used the same set-up here to
generalize the specificity results using another task.

Method

Participants

Thirty-two individuals from the same pool and meeting the
same criteria as those in Experiment 1 served as participants.

Design

The type of sinewave precursor (original, flipped) was manip-
ulated between subjects and speech rate (spoken rate, slowed
rate) was manipulated within subjects.

Stimuli

Stimuli were four sentences from the clear-speech condition of
Experiment 1. They were chosen because their sinewave rep-
licas were some of the most intelligible, which was determined
in a pilot experiment. Sinewave versions of the spoken-rate and
slowed stimuli were created using the Praat script written by
Chris Darwin and then hand altering sinewave components to
increase intelligibility and naturalness. These items served as
the stimuli in the original condition. Stimuli in the flipped con-
dition were created by spectrally rotating the F2 component of
the precursor in the original stimuli; rotation was around the
mean F2 frequency, so that the sinewave component roughly
stayed in place in the frequency domain. Final portions of the
sinewave components of the flipped precursor were hand al-
tered when necessary to ensure there were no glitches as the F2
component transitioned into the critical region.2

2 We first attempted to use stimuli in which only the precursors were
sinewave replicas, with the critical region being the same natural speech
tokens used in Experiments 1 and 2. An LRE failed to emerge even in the
original (unflipped) condition. We suspect this occurred because the ex-
treme differences in signal characteristics and voice quality between the
sinewave precursor and clear-speech target made it difficult to integrate
the two.
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Procedure

Prior to participating in the experiment, listeners were famil-
iarized with sinewave speech to ensure they could perceive its
phonetic content and hear the spoken words.

Familiarization session The familiarization session differed
slightly across the two precursor conditions because of their
differences in speech-likeness. In the original condition, famil-
iarization consisted of listeners comparing alternating versions
of the clear and sinewave precursors (described as computer
speech, and presented at the spoken rate and slowed rates) so
that they could hear their equivalence. This phase was self-
paced and continued for as long as the participant desired.
Next, each sinewave version was presented individually, after
which the participant had to repeat the precursor aloud to the
experimenter. Participants were permitted to listen to each
precursor as many times as needed but did not move on to
the next precursor until the phrase was spoken correctly. The
experimenter provided feedback and corrected the participant
when difficulty was encountered.

The familiarization session in the flipped condition was
more elaborate because listeners needed exposure to the
flipped precursors as well as sinewave speech. The session
began as in the original condition but used four other phrases
(nontarget items) from Experiment 1 instead of the target
phrases in the current experiment. Once participants were able
to hear the sinewave tokens as speech, they were introduced to
flipped precursors, which now included the target stimuli and
flipped versions of these four extra stimuli. Participants were
not told these stimuli were derived from speech, only that past
participants have commented that they sound like computer
bleeps and whistles. Participants were informed that some of
these would be presented during the test session and were
allowed to listen to them as often as they liked.

The preceding two phases of familiarization were then com-
bined to give participants in the flipped condition practice in
hearing clearly the unflipped critical region after the flipped
precursor. The four nontarget items were used, and repeated
multiple times. This phase ended with listeners hearing the
spoken-rate versions of the four flipped target items (precursors
plus critical region) and reporting thewords in the critical region.
Performance on these items served as a test to assess listeners’
ability to hear the words in the critical region, since the precursor
was intelligible. Accuracy across participants averaged 83 %,
and demonstrates that the familiarization session achieved its
goal of ensuring that participants could hear most of the words
in the critical region as intended and without prompting.3

Test session The test session followed the procedure in
Heffner et al. (2013). The experiment consisted of eight
blocks of the eight sentences (half at each rate), for a total of
64 trials. No stimulus repeated until all had been presented in a
block, and stimulus order was randomized within blocks. The
start of each trial began with presentation of one of the stimuli.
Immediately after its offset, two response alternatives ap-
peared adjacent to each other in the middle row of the com-
puter screen in front of the participant. One option was the
noun plus the function word (minor or) and the other was the
noun alone (minor). Participants were instructed to listen to
the stimuli and press the button that corresponded to what was
spoken. Response speed was not emphasized, and so reaction
time data were not analyzed. Participants in the original con-
dition were informed that the precursors heard in the familiar-
ization session were the first part of longer phrases. They
would now also hear the continuations of the phrases, and
have to decide which alternative was spoken in the continua-
tion. Participants in the flipped condition were told that
flipped precursors would be followed by a few of the comput-
er speech words, as in the final part of the practice session,
only now the task would be to determine which of the two
alternatives on the screen was spoken. The next trial began
1.5 s after a response. There was a 4-s timeout. Six practice
trials preceded the test session, which lasted 10 minutes.

Results and Discussion

The data were scored and analyzed as in Experiment 1. The
proportion of time listeners responded that the function word
was spoken is plotted in Fig. 2 across the four conditions. The
results provide additional evidence of the LRE being speech
specific. There was a large (.22) effect of speech rate in the
original condition but none (-.017) in the flipped condition.
The results of a mixed-models analysis yielded only a reliable
interaction of the two variables (b = 1.205, p < .01).
Comparisons of the effect of rate within each precursor con-
dition proved reliable only in the original condition (b = -
0.225, p < .001; flipped: b = 0.018, p < .79).

The pattern in Fig. 2 held up when more fine-grained anal-
yses were performed on the data. The majority of participants
in the original condition (14 of 15 with one tie) showed the
LRE in the prediction direction; only 6 of 14 (two ties) did so in
the flipped condition. Similar consistency was obtained with
the four items; all showed large (>.12) effects in the original
condition. In the flipped condition, only one showed a .05
effect, with the other three showing small reversals. Last, the
LRE was sizeable and fairly consistent across the course of the
experiment. The rate effect was measured at four time points by
aggregating data across pairs of adjacent blocks (e.g., 1 + 2, 3 +
4, etc.). In the flipped condition, the rate effect flip-flopped
from slightly negative to slightly positive across quarters, be-
ginning with a -.01 effect and ending with a -.07 effect; none of

3 A less elaborate familiarization session, which included only exposure
to sinewave replicas and the flipped precursors (not their combination or a
test of comprehension of the critical region), yielded similar results. These
data are available from the authors.
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these differences was reliable. In the original condition, the rate
effect was present starting in the first time point (.16) and in-
creased to .23 by the last; all differences were reliable.

To further reinforce the conclusions of the current experi-
ment, and connect themwith those in Experiments 1 and 2, we
reran the clear condition in Experiment 1 (22 participants)
using sinewave replicas of all phrases that the authors consid-
ered at least moderately intelligible (38 of 48). If the rate effect
depends on the intelligibility of the precursor, we should ex-
pect the size of the LRE to correlate positively with accuracy
in understanding the precursor (scored as the number of syl-
lables typed correctly). Other than a few practice trials, no
familiarization with sinewave speech was provided so that
we could observe the full range of individual differences in
understanding it. Although the lack of familiarity with
sinewave speech likely resulted in a small LRE overall (.09),
the predicted correlation was sizeable and in the expected
direction: Transcription accuracy of the precursor was posi-
tively correlated with the size of the LRE, r(20) = .505, p <
.017, with LREs ranging from -.16 to .48 across individuals.

The results of Experiment 3 strengthen the claim that the
LRE is driven by rate information in signals heard as intelli-
gible speech. In contrast to Experiments 1 and 2, the precur-
sors were virtually acoustically identical across conditions, yet
they had distinctly different influences on perception, altering
the frequency of function word reports only when heard as
speech. The results also provide another demonstration that
the LRE can be obtained using a classification task.

General Discussion

The present study probed the domain specificity of the LRE by
examining the conditions necessary to produce it. Across three
experiments, we asked whether rate information conveyed by

multiple types of precursors (tones, clear speech, filtered
speech, sinewave speech) were equivalent by measuring the
ability of each to produce an LRE. The results are clear and
consistent. Only stimuli perceived as intelligible speech pro-
duced an LRE. In Experiment 1, function word reports across
the spoken-rate and slowed-rate conditions differed only when
the precursor was clear speech. In Experiment 2, an effect of
speaking rate was found only when the filtered precursors were
disambiguated. In Experiment 3, sinewave precursors generat-
ed an LRE only when heard as speech. In contrast, in seven
conditions (including replications) across Experiments 1
through 3, when the precursor was a tone sequence, primed
or unprimed, or an altered spoken phrase rendered unintelligi-
ble by signal manipulation, an LRE was never found.

The results of Experiments 2 and 3 suggest that the acoustic
properties of the precursor alone are not sufficient to induce the
LRE; what also matters is how the precursor is processed. A
speech precursor that was low-pass filtered produced no rate
effect, but when disambiguated with a clear-speech prime so
that participants could restore the words in the precursor at the
specified rate, a healthy LRE emerged. The sinewave precur-
sors in the original and flipped conditions of Experiment 3 were
acoustically almost identical, yet only those heard as speech
yielded an LRE. This selectivity of the LRE points to a degree
of domain specificity in rate-based speech processing.

These findings contrast with those exploring rate-based
effects in phonetic processing, which the evidence suggests
are domain-general. The labeling boundary along a phonetic
continuum can be altered by the rate of preceding speech
(Miller 1981; Port 1979; Summerfield 1981). The location
of the boundary can also be shifted by pulse trains of tones
presented at different rates, as well as by sine tones that follow
the amplitude contour of a short phrase (Gordon 1988). In
these latter studies, the repeating tones occurred at regular
intervals, and most listeners would agree they induce a sense
of rate, fast or slow. In contrast, the results of Experiments 1
and 2 show that rate information conveyed by tone precursors
was insufficient to generate the LRE.

Another reason why these two rate-based phenomena might
require different explanations comes from a consideration of
how context affects responding. The phonetic speech rate effect
seems to serve the purpose of ensuring perceptual constancy
and appears to be contrastive. As speech rate increases or de-
creases, the phonetic boundary shifts in a compensatory direc-
tion to ensure the phonetic percept remains stable. For example,
at a fast rate of speech, the boundary on a /b/–/p/ continuum
shifts to shorter values (more /p/ responses) so as to preserve the
contrast for the listener. The LRE is a qualitatively different
entrainment phenomenon and seems more akin to perceptual
assimilation than contrast. The precursor establishes a given
speech rate. The listener extrapolates this rate into the critical
region, which causes perception of the critical region to assim-
ilate to the rate of the precursor.
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Wade and Holt (2005) suggested that rate-dependent pro-
cessing may have multiple causes, some of which could be
specific to speech or language. The current data support this
contention, and raise the question of how to explain both
phenomena within a single processing system. One possibility
is that domain-specific processing occurs at a more abstract
level of analysis. Sjerps et al. (2011) advanced this proposal in
a study that addressed the question of domain-general process-
ing in a different content area—that of contextual influences in
vowel normalization. One dimension along which context
varied was whether it was speech or nonspeech. Differences
in responding as a function of these two stimulus types
prompted Sjerps et al. (2011) to suggest that speech-specific
effects might be occurring at a level of auditory analysis that is
more abstract than that found with nonspeech contexts. The
current data are in accord with this account. The LRE demon-
strates a degree of processing selectivity, which may be indic-
ative of a separate, higher level of analysis.

Mechanistically, we currently favor an explanation in
which speech-rate effects arise from the engagement of en-
dogenous neural oscillators that are attuned to the temporal
periodicities and quasi-periodicities present in speech
(Barbosa 2007; Byrd and Saltzman 2003; Cummins and
Port 1998; Large and Jones 1999; McAuley and Jones 2003;
Nam et al. 2006; Port 2003). Oscillatory activity in the brain
occurs over a small range of frequencies (~1–40 Hz), which
include the temporal frequencies of linguistic units (pho-
nemes, syllables). This correspondence has led some re-
searchers (Doelling et al. 2014; Giraud and Poeppel 2012) to
propose that the initial neural coding of speech occurs from
the coupling of oscillatory networks that separately synchro-
nize to the slow (syllabic, theta band) and the fast (phonemic,
gamma band) amplitude fluctuations in speech. Empirical ev-
idence exploring this relationship continues to show a connec-
tion between the two. Cortical activity in the 4 to 8 Hz range
will phase lock to attended speech (Doelling et al. 2014;
Kerlin et al. 2009; Luo and Poeppel 2007), and the magnitude
of the phase locking increases when listening to intelligible
speech (Peelle et al. 2013). In addition, Goss et al (2013; Arnal
et al. 2014) report evidence suggestive of hierarchical cou-
pling between slow and fast oscillatory networks. Although
speech encoding might also involve phase-locking to frequen-
cy fluctuations as well as amplitude fluctuations (Henry and
Obleser 2012, 2013) these studies identify a neural mecha-
nism that is associated with the temporal encoding of speech
(i.e., entrainment) that may help explain the LRE.

The speech-specificity of the LRE might also reflect the
engagement of other processes. Specifically, we conjecture
that the LRE comes about due to the recruitment of processes
involved in speech production. Knowledge of how speech is
produced provides a means of arriving at a reinterpretation of
the critical region that is phonetically coherent and plausible
(aided by semantic and discourse knowledge). For a given rate

of speech, knowledge of how the coordinative motor actions
of the articulators will unfold over time could be used to esti-
mate probable trajectories over the critical region, in a manner
similar to analysis by synthesis (Halle and Stevens 1962; see
also Hickok 2012). The listener’s knowledge of her own pro-
ductions (and plausible words) can greatly constrain possible
interpretations of the ambiguous phonetic material in the crit-
ical region. Essentially, the knowledge of the intrinsic timing
of the motor system is recruited in the service of perception, in
the same way that phonological and lexical knowledge are
used to guide phonetic and word perception. To be effective,
such production constraints would have to be sensitive to the
current rate of speech. An entrainment mechanism, such as the
one described above, would serve this purpose. As an exam-
ple, a possible internal production model that listeners might
use for articulatory prediction could resemble the task-
dynamic model of speech production (Saltzman et al. 2008),
in which oscillators at different time scales (subsyllabic, syl-
labic, word, phrase) are coordinated to ensure smooth adjust-
ments for the production of fast and slow speech.

In summary, the results of the present study support the
hypothesis that the LRE is driven by a timing mechanism that
requires hearing input (precursor) as intelligible speech.
Across three experiments, precursors that were perceived as
intelligible speech induced an LRE, in spite of the fact that
those precursors differed greatly in their acoustic properties,
even consisting of sine-wave tones. Precursors that were not
heard as intelligible speech, even when consisting of filtered
speech content, did not yield an LRE. These findings provide
new information regarding the nature of the timing mecha-
nism underlying speech perception, and are argued to reflect
the operation of an oscillatory mechanism in which listeners
entrain to speech rate under the guidance of higher-level lin-
guistic content to ensure accurate uptake and interpretation of
what a talker said.
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